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Overview

• RoBERTa
• Replication study of BERT pretraining

• ELECTRA
• New pre-training objective: replaced token detection

For background click here ->

https://arxiv.org/abs/1907.11692v1
https://arxiv.org/abs/2003.10555v1


RoBERTa



arXiv

https://arxiv.org/abs/1907.11692v1


Proposed changes

• Train model longer, larger batches

• Remove “Next sentence prediction” objective

• Increase sequence length

• Dynamic masking



More Data

• Book Corpus + English Wikipedia
• 16 GB
• Original used in BERT

• CC-News
• Gathered as part of this work
• 76 GB
• English news articles from CommonCrawl

• Open Web Text
• 38 GB
• Uses reddit to filter to high quality web pages

• Stories
• 31 GB
• Also from CommonCrawl – more like story-like



Larger batch size

Original BERT ->



Pretraining Objectives

• Masked Language Modeling (MLM)

• Next Sentence Prediction (NSP)

Into this wild abyss, the womb of nature, and perhaps her grave

Into this [MASK] abyss, the womb of nature, and [MASK] her grave

Of neither sea, not shore, nor air, nor fire, but all these → 0 or 1?







Static vs Dynamic Masking

• Static: generate masks (on 15% of tokens) once, reuse.
• Training data was duplicated 10 times to help

• Dynamic: 
• Generate masking pattern randomly each time a sentence is fed to the model



Overall Results





ELECTRA



arXiv

https://arxiv.org/abs/2003.10555v1


Into this wild abyss, the womb of nature, and perhaps her grave

Into this [MASK] abyss, the womb of [MASK], and perhaps her grave

Into this strange abyss, the birthplace of nature, and perhaps her demiseInto this strange abyss, the birthplace of nature, and perhaps her demise



Replaced token detection

1. Corrupt input by replacing some tokens with samples
• Use small LM as proposal model

2. Pre-train as a discriminator
• For every token predict if it is original or replacement



Upshot

• Trains using every token, not just masked tokens

• Avoids pre-training mismatch problem
• MASK token only seen in pretraining

• Note:
• Similar idea to GAN
• Key difference: the corrupting model is not adversarial!

• The generating procedure is trained with maximum likelihood

• Note: Architecture and most hyperparameters are the same as 
original BERT





Small generator

• If generator was same size this would be inefficient!

• We speculate that having too strong of a generator may pose a too-
challenging task for the discriminator, preventing it from learning as 
effectively



Appendix

• We reference previous talk by way of background

https://microsoft.sharepoint.com/:p:/r/teams/AMLDataScience/_layouts/15/Doc.aspx?sourcedoc=%7B13F5E14A-10A2-49D3-AEC8-47991DAA9418%7D&file=2021-01-15%20GPT%20Background.pptx&action=edit&mobileredirect=true&share=IQFK4fUTohDTSa7IR5kdqpQYAZRl_HBMaXYQewZhaU3bBCo


Background



Transformers: Life before GPT-1
[1]

[1] Attention is all you need - Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin

• Sequence-to-sequence model

• Evolution of RNNs

• Review:
• Self-attention

• Multi-headed attention

• Encoder/decoder

https://arxiv.org/abs/1706.03762
https://arxiv.org/abs/1706.03762


Breaking down self-
attention

𝑍 ≔ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝑄 ⋅ 𝐾𝑇

√𝑑
⋅ 𝑉

The illustrated transformer – Jay Alammar (Blog)
Attention is all you need - Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin

http://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762


Breaking down multi-headed self-attention

The illustrated transformer – Jay Alammar (Blog)
Attention is all you need - Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin

http://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762


Encoder / decoder

The illustrated transformer – Jay Alammar (Blog)
Attention is all you need - Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, Polosukhin

Decoder
• Left-context (masking)
• => predict next word

Encoder
• Full-context
• (Contextual) Word-

embeddings

http://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762


Glossary

• Tokens

• Attention (self-attention, multi-headed)

• Transformer

• Encoder / decoder



GPT 1



GPT-1

Key takeaways

• Semi-supervised learning with transformers
• Pretraining / finetuning

• Decoder-only architecture

• Simplified approach to transfer learning

=>

• SOTA in 9/12 tasks studied

Improving Language Understanding by Generative Pre-Training –Radford et al

Improving Language Understanding by Generative Pre-Training – Radford et al

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


Language modelling (unsupervised approach)

• Different from above: this is unsupervised!

• Training data:
• Data: Edon Lulzim Zhegrova (born 31 March 1999) is a Kosovan professional footballer who plays as a right winger for Swiss club Basel

• Input: Edon Lulzim Zhegrova (born 31 March 1999) is a Kosovan professional

• Output: Edon Lulzim Zhegrova (born 31 March 1999) is a Kosovan professional footballer

• Jargon: Auto-regressive language modelling

• Transfer learning in NLP!
Improving Language Understanding by Generative Pre-Training –Radford et al

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


Decoder-only architecture

• Based on previous work [2] using decoder-only transformer to 
generate Wikipedia articles

• Key-insight [2]: convert seq-to-seq task into language modelling task
• Seq-to-seq: 𝑥1, … , 𝑥𝑚 ↦ (𝑦1, … , 𝑦𝑛)

• LM: (𝑥1,… , 𝑥𝑚, 𝛿, 𝑦1, … , 𝑦𝑛), where 𝛿=separator token

• [1]: Semi-supervised approach!

[2] P. J. Liu, M. Saleh, E. Pot, B. Goodrich, R. Sepassi, L. Kaiser, and N. Shazeer. Generating wikipedia by summarizing long sequences. ICLR, 2018. 

[1] Improving Language Understanding by Generative Pre-Training –Radford et al

https://arxiv.org/pdf/1801.10198.pdf
https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


Improving Language Understanding by Generative Pre-Training –Radford et al

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


Glossary

• Tokens

• Attention (self-attention, multi-headed)

• Transformer

• Encoder / decoder

• Pretrain / Finetune

• Language modelling

• Auto-regressive



Experimental Results

• 12 layer decoder

• 768 dim hidden states

• 12 attention heads (multi-headed attention)

Question Answering

Natural language inference

Improving Language Understanding by Generative Pre-Training –Radford et al

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


Details

• Augmented objective function 
in finetuning

• More layers is better!

• Zero-shot

Improving Language Understanding by Generative Pre-Training –Radford et al

https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf


GPT 2



GPT-2

• Current paradigm => “narrow learners”
• Don’t generalize well to out-of-distribution data

• Hypothesis: Single task training

• Idea: Use LM and zero-shot => “general learners”

• + Make your models huge ☺

• P(output|input) → P(output|input, task)
• (translate to french, english text, french text)

• (answer the question, document, question, answer)

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


WebText

• Common Crawl: big but low-quality
• Don’t’ use

• WebText:
• Outbound links from Reddit (with karma >= 3)

• 45 million links

• 40 GB of text

• (Removed Wikipedia to avoid conflicts with other datasets)

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Zero-shot Language Modelling

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Zero-shot Downstream

• Promising and impressive (compared to expectations)

• But far from SOTA

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Example: Natural Questions

• Top 30 most-confident 
answers

• Question: did these 
show up in the training 
data?

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Generalization vs Memorization

• Bloom filters with 8-grams => estimate overlap
• Given Datasets A, B.

• Question: What is the percentage of 8-grams from A that are also in B?

• Interesting: 1BW has overlap of ~13% with its own training set…

• TL;DR – WebText has low or no overlap with the datasets used in the 
studies

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf


Text generation from LMs

• Greedy

• Beam search

• Sampling
• Top-k sampling

• Top-p sampling

Huggingface blog / how to generate text

Top-k Top-p

https://huggingface.co/blog/how-to-generate


[1]

Language Models are Unsupervised Multitask Learners –Radford et al

https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf

